International Journal of Research in Advent Technology, Vol.2, No.2, February 2014
E-1SSN: 2321-9637

Design of Area-Delay Efficient VLSI Architecturerf
Multilevel 2D DWT

Maya.s'

PG student, Applied Electronics, Loyola I nstitute of Technology and Science,Nagercoil, India®
mayaece35@gmail.com’

Abstract: This project presents a concept to solve the coatiputal complexity for efficient realization of 2D
DWT in VLSI application. For this purpose, the pospd design scheme introduced a Memory efficient
architecture for multilevel 2D DWT using a genestoucture 3(K-2) M/4 , where K is the order of fileer and
M is the image height. The proposed operation sgtan Daubechies as well as biorthogonal filted the
structure does not involve frame-buffer. It invavine-buffers which is independent of throughpater The
main advantage of this work is reduced Area DeladBct(ADP) and Energy Per Image(EPI).The concapt ¢
also highlight the independency of throughput Whitakes it convenient for higher application. Thepopsed
structure can provide regular data flow, small eymériod(Tm) and 100% hardware utilization efficign

Index terms—2-D discrete wavelet transform (DWT), DWT, liftingystolic array, very large scale integration
(VLSI).

1. INTRODUCTION pass filters are applied to the next-level comporat

The discrete wavelet transform (DWT) has becom@' further decomposition.

one of the most used techniques for signal analysis?. 2D Discrete Wavelet Transform

\?vr;?/eller?atl?aensgrorﬁe(%s\llr\}%) azlrafl(l)c;iqtlsor;s'rm]l-t?reesglﬁggitf?he basic idea of 2-D architecture is similar to 1D
P architecture. A 2D DWT can be seen as a 1D wavelet

Eﬁga;r%n?ggs'jewglcgofjnidj#ﬁgbé?égﬁz:gﬁ;r?g?D cheme which transform along the rows and then a 1D
9 y i avelet transform along the column. The 2D DWT

discrete wavelet transform (DWT) is widely used in erates in a straightforward manner by insertin
image and video compression. The input image 2P 9 y 9

. X : array transposition between the two 1D
required to be decomposed into multilevel DWT t . .
achieve higher compression ratio. At present, ma‘bWT.MuIUIeveI 2D DWT can be implemented by

Tcursive pyramid algorithm (RPA) [1].But the

VLSI architectures for the 2-D DWT have bee ardware utilization efficiency is always less than
proposed to meet the temporal requirements of re’%— y y

0 . . T
time processing. For real time image compressio ,OO/oand it requires complex control circuits.
DWT has to process massive amounts of data at high
speeds. The use of software implementation of DWT

image compression  provides flexibility — for Row operation :

manipulation but it may not meet timing constraints Hi HpPF _p il
certain applications. Lifting and convolution ateet HPF :

two computing approaches to achieve the discrel \ HL
wavelet transform. | LFF _'

While conventional liting based architectures Input —»
require fewer arithmetic operations compared to th

Column operation

convolution-based approach for DWT, they L 1133 i
sometimes have long critical paths. LEF
! F fn Pl

1.1. Discrete wavelet transform !

DWT can decompose the input samples in Fig 1. Block diagram of the 2-D DWT
multiresolution. The implementation of the discrete

wavelet transform is based on the filter bankseAft

each filtering, the number of the output samples is
decimated by a factor of 2. The samples generated b
the high pass filters are completely decomposed;
meanwhile, the other samples generated by the low
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- H Because of down-sampled filtering, the computationa
o vt complexity after each level of decomposition stiadi
decreases by a factor of four. Maximum (100%) HUE
may be achieved by introducing four times more
Teudl i parallelism in two-level DWT computation. Similaly
for three-level DWT, we need to have 16 times more
parallelism which could be too high for many

IMAGE -

L ny [ EH

Fig 2. Multi Level Decomposition

applications.
This paper derived a pipeline structure for
1.3. Design Strategy three-level 2-D DWT. The proposed structure is

_ _ ~ shown in fig.3. It consists of three processingtsini
Convolution-based scheme along with appropriatgeus), where PU-1, PU-2, and PU-3, respectively,

scheduling of multilevel decomposition could haveyerform computations of first-level, second-levatia
lower complexity than the lifting-based design[81eT third-level.

parallel data acess scheme of [4] helps to reduee o
chip memory but at the same time it increases
complexity of the frame buffer. The block based thl 7%2

design [6] involves large on-chip memory andg Vi vy,
introduces significant overhead.The memory saving's 5 _’Vﬁs
1
3
— Vi

offered by the convolution-based scheme {2 |
significantly higher than the saving of arithmetic 5 . PU-1 V[ll PU-2 VHZ PU-3
components. Here propose a scheme to derive 29 —
memory-efficient computing structure for multilevel = | = al al _’V;,13
2-D DWT. 0 P samples/ Vhll Vhlz
w cycle
1) DWT levels are computed concurrently torjg 3. Proposed structure for computation of three
avoid FB. _ level 2-D DWT
2) Convolution scheme is used for orthogonal
as well as biorthogonal wavelet filters to According to Tablel, the minimum input
derive maximum advantage of para||e| datablOCk size for PU-1 is P =16. Structure of PU-1 is
access scheme. shown in fig. 5. It consists of eight processing

3) Parallel data access is applied in each Dw¢lements (PEs). Each input block is extended by
level to reduce memory complexity of the(K-2) samples such that adjacent input blocks of a
overall structure. row are overlapped b¥K(- 2) samples, wher¢ is the

4) Due to down-sampled filter computation,filter order. From the input matrix(), extended input
appropriate block size Pf need to be blocks ((m, i)) are fed to PU-1 block-by-block in
selected for the first level such that paralleEvery cycle. The input blockm, i) corresponding to
data-access scheme could be applied #he mth row of X) contains the samples(fn, 16i),
maximum possible DWT levels and 100%X(M, 16i + 1), ..., x(m, 16i +K + 12), X(m, 16i + K +
HUE could be achieved. 13)}, for0O<m<M-1and i< (N/16) - 1. In the

Using the proposed scheme, we have derived fést cycle, the first input block of the first rowf X is

parallel and pipeline architecture for the compatat fed then during the second cycle, the first inpotk

of three-level 2-D DWT. of the second row is fed to PU- 1, such that th&t fi
input blocks of all theM rows of X are fed inM
Table 1.Minimum Input Block Size for Different DWIevels cycles and in the next set df cycles, second input
blocks of all theM rows are fed to the structure. The
DWT Levels(J) Input Block Size(P) entireMN/16 input blocks oK are fed to the structure
in MN/16 cycles. The input buffer is an interleaved
1 1 memory, which consists ¢f banks (shown in Fig. 4)
to read a block oP samples simultaneously.
2 4
3 16
4 64

2.PROPOSED ARCHITECTURE
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Input 2-D data (row-by-row) x(m2i-1)  xX(m2i-K+1)
x(m,2i) x(m,2i-K+2)
RW Select signal ~—1 1 N ! !
— DMUX 1 ses | u ' ul "
A2 erhead  Addrl [ Subcell-1 |
1Py MUX
I i— 1 1
i, — L—\: l — = I Delay-unit |
RO i J ) J ) J ) J TT = [1 . -
| | Size el || size | size | siee 1 3
! SISl (SN[ loave ] wawim | eo0 P e[ ey | subcel2 | R, ||[ R
vl e olle
B G | X (s | e Module-2 Module-(P-1) | Module-(P) 1 1 L ..
| | Module-1
i i |omux ] [omux]| [ [ 1
| mux mux ||! . L )
:~--- | S i -I-: From Module-(K-2) 1\ v l l‘l'J . Ksamp’les/cycle
(K-2) copies Vm,i) b vim.i)
P 1 i 1 7
\ N vi(m,i) v (m.i) ®
(a) )

T
Overlapped output data block spreading over of size (P+K-2) rows

Fig.6 (a) Structure of the processing element (F).

Fig.4 Structure of the input buffer using interledyv Structure of delay unit (DU-1)

memory

f eight d for 0< g < Subcell-2 receives components wfduring
A set of eight data vectorB¢+1, for 0= q < every even-numbered cycles and thoseupfluring

7) of sizeK are derived from each input blotim, i) very-odd numbered cycles. One component of a pair
where the adjacent data vectors are overlappedby ubbands\l, V] or [Viy, V] is obtained from each

- 2) samples. These data vectors are fed in phtalle PE in ever ; I
. o ; y cycle. First-level DWT of the entirgit
the PEs. Structure of PE is shown in Fig. 6. ttst8 | .. ic obtained iMIN/16 cycles.

of a pair of identical subcells (subcell-1 and ®ib2)
and one delay-unit (DU-l) vl, from PU-1(8 samples/2 cycles)

Derived from block of (K+14) samples

SR-array

[ B B

PO je PO je o e

Y (k+6) samples

[ 1P || 20¢pe |[ 3pe || 4 || 5pe || 6P || 70 o f}

llll lillllA lii lil III:IFE-III I 3dFEIII | 4HFE|II

TRREST1:ANY R n0eee IS4 = z

g RELE LN P 533 7% o T

B 3 So S * ®
7 o 1 Y

l 1 Input for PU-3
l | J Fig. 7 Structure of PU-2

Inputfor PU-2 Components of low-low subband, are

Fig.5 Structure of PU-1 for block sife= 16 processed by PU-2 to compute DWT components of
second-level. PU-2 receives a block eight companent
Subcell-1 performs the necessary pwTof a particular row o’y from PU-1 in every alternate
computation along the row-direction and it genevatefycle. The structure of PU-2 is shown in Fig. 7. It
a pair of low-passu) and highpassuf) intermediate consists of one SR-array and four functional elemen
components in each cycle. Successive outputs GfES) Of type FE-l. SR-array introduces embedded
subcell-1 belong to the same column. Subcell-2 do&@Wn-sampling along the rows for second-level DWT
the processing of the intermediate matriceg fand ~computation. Each input block is extended Ky-(2)
[Uy] columnwise in time-multiplexed form. The delaySamples and the adjacent input block of a row is
unit (DU-1) provides the necessary column delay t§verlapped by — 2) samples. Input blocks ofi
the intermediate results and feeds them into slicel &Tives at PU-2 columnwise in alternate cycles such
in time multiplexed form to perform down-sampledthat one column of the input blocks @ arrives at

DWT computation. Internal structure of DU-1 isthe PU-2 inM cycles, and input blocks of the entire
shown in Fig. 6(b). subband/; in MN/16 cycles.

329



International Journal of Research in Advent Technology, Vol.2, No.2, February 2014
E-1SSN: 2321-9637

——4 samples/4cycles

SR-1

SR-4
SR-array
DU-3

)

G' (K+2) samples
A BZ ‘(Overlapped blocks)

1 r
=+ .o iy

| FE-II |

! l i 1 ! 1
vim.n) V3 (m,n-1) V3 (m.n) vi(m,n-1)

. 5 ’ s
V3, (m.n-1) V3 p(m,n) V3, (m.n-

B,

V3, (m.n)
Fig. 8 Structure of PU-3

Components of subband, are sent to PU-3
to compute third-level DWT. PB3-receives a block ¢
four components corresponding to four consect
columns ofv?, from PU=2 in every fourth cycle. Th
structure of PU-3 is shown iFig. & It consists of one
delay-unit (DU-3) and one FE-IAn input block of
V% arrives at PU-3 columnwiseA pair of DWT
components corresponding to two adjacent colu
of two subbandsV§,, V3,) is obtained from F-II
during evenaumbered period of eight cycles. Duri
the odd numbered sets of eight cycles, a pai
components of other two subbann?,, v}, of the
same two columns is produced. Two columns of ¢
of four subbands are obtainen M cycles and
subband components of the ti-level DWT are
obtained infNM/16 cycles.

Compared with the parallel structure of
the proposed structure requires /8Ky) times less
multipliers and adders and less dmnip storage

3. EXPERIMENTAL RESULTS

The simulation results and synthesi
proposed method shows the proposed method ha
delay, less area and high throughput compart
existing method.

e cayd a2 0 23141796

3.1. Synthesis Report

4.CONCLUSION

Device Utlization Summary
Logic Uilization Used Available UKilization
Number of Sice Fip Flops b 150 18
Number of 4 input LUT 152 150 17}
Logic Distribution
Number of ocoupied Slices M2 50 5%
Number of Slices containing anly reated logic ) 2 0%
Number of Slices contairing unrelated logic 0 52 0
Total Number of 4 input LUTs 50 150 i
Number used as logic 152
Number used as 2 e B
Number of bonded I08s # 4] 8
108 Fip Flops 16
Number of GCLKs 1 U &

3.2. Timing Summary

Timing Summary:

Speed Grade: -5

Minimum period: 9.806ns (Maximum Frequency: 101.974MHz)
Minimum input arrival time before clock: 6.91lns
Maximum output required time after clock: 5.318ns
Maximum combinational path delay: No path found

3.3. Map Report

Mmber of errors: 1
Nuber of warnings: 0
Logic Trilization:

Nuber of 3lice Flip Flops: 356 ou of 1,820 18%
Muber of 4 input LUTs: 892 out of 1,800 4%
Logie Distrihution:
Muber of ocoupied Slices: 542 oue of 360 36%
Muber of 3lices containing only related logic: o4 ouc of 342 100%
Muber of 3lices containing unrelated logic: Oouwcof 342 0%

#iee NOTES helow for an explanation of the effects of unrelated logic

Total NMuber of 4 input LUTs: 850 our of 1,520 4%
Nuber used ag logic: 852
Nuber used as & route-thru: 58
Muedber of bonded I0Bs: 44 out of f6 6%
I0B Flip Flops: 16

Muother of GCLEs: 1out of IR

The most important issue for the efficient realoa
of 2-D DWT is the memory complexity. This pay
suggested a memory efficient design strategy fei
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computation of three level 2D DWT in VLSI
applications. The proposed system derived a
convolution based generic structure based on
Daubechies as well as biorthogonal wavelet filters.
The proposed structure does not involve FB and
involves line-buffers of size B(- 2)M/4 which is
independent of throughput rate. This is used as a
major advantage when the structure is implemented
for higher throughput rate. For high performance
image processing applications, the proposed steictu
can be used as a area delay efficient and energy
efficient implementation of multilevel 2D DWT.
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