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   Abstract: This project presents a concept to solve the computational complexity for efficient realization of 2D 
DWT in VLSI application. For this purpose, the proposed design scheme introduced a Memory efficient 
architecture for multilevel 2D DWT using a generic structure 3(K-2) M/4 , where K is the order of the filter and 
M is the image height. The proposed operation is based on Daubechies as well as biorthogonal filters and the 
structure does not involve frame-buffer. It involves line-buffers which is independent of throughput rate. The 
main advantage of this work is reduced Area Delay Product(ADP) and Energy Per Image(EPI).The concept can 
also highlight the independency of  throughput which makes it convenient for higher application. The proposed 
structure can provide regular data flow, small cycle period(Tm) and 100% hardware utilization efficiency. 

Index terms—2-D discrete wavelet transform (DWT), DWT, lifting, systolic array, very large scale integration 
(VLSI). 
 
1. INTRODUCTION 

The discrete wavelet transform (DWT) has become 
one of the most used techniques for signal analysis 
and image processing applications. The discrete 
wavelet transform (DWT) performs a multiresolution 
signal analysis which has adjustable locality in both 
time and frequency domains. Two dimensional (2-D) 
discrete wavelet transform (DWT) is widely used in 
image and video compression. The input image is 
required to be decomposed into multilevel DWT to 
achieve higher compression ratio. At present, many 
VLSI architectures for the 2-D DWT have been 
proposed to meet the temporal requirements of real-
time processing. For real time image compression, 
DWT has to process massive amounts of data at high 
speeds. The use of software implementation of DWT 
image compression provides flexibility for 
manipulation but it may not meet timing constraints in 
certain applications. Lifting and convolution are the 
two computing approaches to achieve the discrete 
wavelet transform.  

While conventional lifting based architectures 
require fewer arithmetic operations compared to the 
convolution-based approach for DWT, they 
sometimes have long critical paths.   

1.1.  Discrete wavelet transform 

DWT can decompose the input samples in 
multiresolution. The implementation of the discrete 
wavelet transform is based on the filter banks. After 
each filtering, the number of the output samples is 
decimated by a factor of 2. The samples generated by 
the high pass filters are completely decomposed; 
meanwhile, the other samples generated by the low 

pass filters are applied to the next-level computation 
or further decomposition. 

1.2. 2D Discrete Wavelet Transform 

The basic idea of 2-D architecture is similar to 1D 
architecture. A 2D DWT can be seen as a 1D wavelet 
scheme which transform along the rows and then a 1D 
wavelet transform along the column. The 2D DWT 
operates in a straightforward manner by inserting 
array transposition between the two 1D 
DWT.Multilevel 2D DWT can be implemented by 
recursive pyramid algorithm (RPA) [1].But the 
hardware utilization efficiency is always less than 
100% and it requires complex control circuits. 

 

 

    Fig 1. Block diagram of the 2-D DWT 
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Fig 2. Multi Level Decomposition 

 
1.3.  Design Strategy 

Convolution-based scheme along with appropriate 
scheduling of multilevel decomposition could have 
lower complexity than the lifting-based design[8].The 
parallel data acess scheme of [4] helps to reduce on-
chip memory but at the same time it increases 
complexity of the frame buffer. The block based 
design [6] involves large on-chip memory and 
introduces significant overhead.The memory savings 
offered by the convolution-based scheme is 
significantly higher than the saving of arithmetic 
components. Here propose a scheme to derive a 
memory-efficient computing structure for multilevel 
2-D DWT. 

1) DWT levels are computed concurrently to 
avoid FB. 

2) Convolution scheme is used for orthogonal 
as well as biorthogonal wavelet filters to 
derive maximum advantage of parallel data-
access scheme. 

3)  Parallel data access is applied in each DWT 
level to reduce memory complexity of the 
overall structure. 

4) Due to down-sampled filter computation, 
appropriate block size (P) need to be 
selected for the first level such that parallel 
data-access scheme could be applied to 
maximum possible DWT levels and 100% 
HUE could be achieved. 

Using the proposed scheme, we have derived a 
parallel and pipeline architecture for the computation 
of three-level 2-D DWT. 

Table 1.Minimum Input Block Size for Different DWT Levels 

DWT Levels(J) Input Block Size(P) 

1 1 

2 4 

3 16 

4 64 

 

2.PROPOSED ARCHITECTURE 

Because of down-sampled filtering, the computational 
complexity after each level of decomposition steadily 
decreases by a factor of four. Maximum (100%) HUE 
may be achieved by introducing four times more 
parallelism in two-level DWT computation. Similarly, 
for three-level DWT, we need to have 16 times more 
parallelism which could be too high for many 
applications. 

This paper derived a pipeline structure for 
three-level 2-D DWT. The proposed structure is 
shown in fig.3. It consists of three processing units 
(PUs), where PU-1, PU-2, and PU-3, respectively, 
perform computations of first-level, second-level and 
third-level. 
 

 
Fig. 3. Proposed structure for computation of three-
level 2-D DWT 

  According to Table1, the minimum input 
block size for PU-1 is P =16. Structure of PU-1 is 
shown in fig. 5. It consists of eight processing 
elements (PEs). Each input block is extended by 
(K−2) samples such that adjacent input blocks of a 
row are overlapped by (K − 2) samples, where K is the 
filter order. From the input matrix (X), extended input 
blocks (I(m, i)) are fed to PU-1 block-by-block in 
every cycle. The input block I(m, i) corresponding to 
the mth row of (X) contains the samples {x(m, 16i), 
x(m, 16i + 1), . . . , x(m, 16i +K + 12), x(m, 16i + K + 
13)}, for 0 ≤ m ≤ M − 1 and 0 ≤ i ≤ (N/16) − 1. In the 
first cycle, the first input block of the first row of X is 
fed then during the second cycle, the first input block 
of the second row is fed to PU- 1, such that the first 
input blocks of all the M rows of X are fed in M 
cycles and in the next set of M cycles, second input 
blocks of all the M rows are fed to the structure. The 
entire MN/16 input blocks of X are fed to the structure 
in MN/16 cycles. The input buffer is an interleaved 
memory, which consists of P banks (shown in Fig. 4) 
to read a block of P samples simultaneously.  
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Fig.4 Structure of the input buffer using interleaved-
memory 

  A set of eight data vectors (Bq+1, for 0 ≤ q ≤ 
7) of size K are derived from each input block I(m, i) 
where the adjacent data vectors are overlapped by (K 
− 2) samples. These data vectors are fed in parallel to 
the PEs. Structure of PE is shown in Fig. 6. It consists 
of a pair of identical subcells (subcell-1 and subcell-2) 
and one delay-unit (DU-1).  

 

Fig.5 Structure of PU-1 for block size P = 16 

Subcell-1 performs the necessary DWT 
computation along the row-direction and it generates 
a pair of low-pass (ul) and highpass (uh) intermediate 
components in each cycle. Successive outputs of 
subcell-1 belong to the same column. Subcell-2 does 
the processing of the intermediate matrices [Ul] and 
[Uh] columnwise in time-multiplexed form. The delay 
unit (DU-1) provides the necessary column delay to 
the intermediate results and feeds them into subcell-2 
in time multiplexed  form to perform down-sampled 
DWT computation. Internal structure of DU-1 is 
shown in Fig. 6(b). 

 

Fig.6 (a) Structure of the processing element (PE). (b) 
Structure of delay unit (DU-1). 

Subcell-2 receives components of ul during 
every even-numbered cycles and those of uh during 
every-odd numbered cycles. One component of a pair 
subbands [v1

ll, v
1
lh] or [v1

hl, v
1
hh] is obtained from each 

PE in every cycle. First-level DWT of the entire input 
matrix is obtained in MN/16 cycles. 

 

  Fig. 7 Structure of PU-2 

Components of low-low subband v1
ll are 

processed by PU-2 to compute DWT components of 
second-level. PU-2 receives a block eight components 
of a particular row of v1

ll from PU-1 in every alternate 
cycle. The structure of PU-2 is shown in Fig. 7. It 
consists of one SR-array and four functional elements 
(FEs) of type FE-I. SR-array  introduces embedded 
down-sampling along the rows for second-level DWT 
computation.  Each input block is extended by (K − 2) 
samples and the adjacent input block of a row is 
overlapped by (K − 2) samples. Input blocks of v1

ll  
arrives at PU-2 columnwise in alternate cycles such 
that one column of the input blocks of v1

ll  arrives at 
the PU-2 in M cycles, and input blocks of the entire 
subband v1

ll  in MN/16 cycles. 
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Fig. 8 Structure of PU-3 

Components of subband v2

to compute third-level DWT. PU-3 receives a block of 
four components corresponding to four consecutive 
columns of v2

ll from PU-2 in every fourth cycle. The 
structure of PU-3 is shown in Fig. 8
delay-unit (DU-3) and one FE-II. 
v2

ll arrives at PU-3 columnwise. 
components corresponding to two adjacent columns 
of two subbands (v3

ll, v3
lh) is obtained from FE

during even-numbered period of eight cycles. During 
the odd numbered sets of eight cycles, a pair of 
components of other two subbands (
same two columns is produced. Two columns of each 
of four subbands are obtained i
subband components of the third
obtained in NM/16 cycles. 
 Compared with the parallel structure of [6] 
the proposed structure requires (PK
multipliers and adders and less on-chip storage.

3. EXPERIMENTAL RESULTS 

The simulation results and synthesis of 
proposed method shows the proposed method has less 
delay, less area and high throughput compared to 
existing method. 

Figure 9: Simulation Results of Proposed Method
3.1. Synthesis Report 

4.CONCLUSION 
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four components corresponding to four consecutive 

2 in every fourth cycle. The 
n Fig. 8. It consists of one 

An input block of 
. A pair of DWT 

components corresponding to two adjacent columns 
obtained from FE-II 

numbered period of eight cycles. During 
the odd numbered sets of eight cycles, a pair of 
components of other two subbands (v3

hl, v3
hh) of the 

same two columns is produced. Two columns of each 
of four subbands are obtained in M cycles and 
subband components of the third-level DWT are 

Compared with the parallel structure of [6] 
the proposed structure requires (PKl/8K0) times less 

chip storage. 

 

The simulation results and synthesis of 
proposed method shows the proposed method has less 
delay, less area and high throughput compared to 

 
: Simulation Results of Proposed Method 

 

3.2. Timing Summary 
 

 
3.3.   Map Report 
 

The most important issue for the efficient realization 
of 2-D DWT is the memory complexity. This paper 
suggested a memory efficient design strategy for the 
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D DWT is the memory complexity. This paper 

suggested a memory efficient design strategy for the 
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computation of three level 2D DWT in VLSI 
applications. The proposed system derived a 
convolution based generic structure based on 
Daubechies as well as biorthogonal wavelet filters. 
The proposed structure does not involve FB and 
involves line-buffers of size 3(K − 2)M/4 which is 
independent of throughput rate. This is used as a 
major advantage when the structure is implemented 
for higher throughput rate. For high performance 
image processing applications, the proposed structure 
can be used as a area delay efficient and energy 
efficient implementation of multilevel 2D DWT. 
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